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ABSTRACT: HIV-1 Protease (HIV-1 PR) is one of the three
enzymes essential for the replication process of HIV-1 virus,
which explains why it has been the main target for design of
drugs against acquired immunodeficiency syndrome (AIDS).
This work is focused on exploring the proteolysis reaction
catalyzed by HIV-1 PR, with special attention to the dynamic
and electrostatic effects governing its catalytic power. Free
energy surfaces for all possible mechanisms have been
computed in terms of potentials of mean force (PMFs) within
hybrid QM/MM potentials, with the QM subset of atoms
described at semiempirical (AM1) and DFT (M06-2X) level.
The results suggest that the most favorable reaction
mechanism involves formation of a gem-diol intermediate, whose decomposition into the product complex would correspond
to the rate-limiting step. The agreement between the activation free energy of this step with experimental data, as well as kinetic
isotope effects (KIEs), supports this prediction. The role of the protein dynamic was studied by protein isotope labeling in the
framework of the Variational Transition State Theory. The predicted enzyme KIEs, also very close to the values measured
experimentally, reveal a measurable but small dynamic effect. Our calculations show how the contribution of dynamic effects to
the effective activation free energy appears to be below 1 kcal·mol−1. On the contrary, the electric field created by the protein in
the active site of the enzyme emerges as being critical for the electronic reorganization required during the reaction. These
electrostatic properties of the active site could be used as a mold for future drug design.

■ INTRODUCTION

The role of HIV-1 PR in the viral life cycle of HIV-1 is to
recognize the asymmetric shape of the peptide structure, rather
than a particular amino acid sequence,1 and later to catalyze the
cleavage reaction leading to the hydrolysis of the peptide bond
of the substrate.2 HIV-1 PR is an enzyme of the aspartic
proteases family which is characterized by the presence of two
eponymous aspartyl residues in the active site located at the
bottom of a substrate-binding cleft.3−9 The structure of the
HIV-1 PR, together with a detail of the active site with the
substrate and the mentioned water molecule is presented on
Figure 1. Kent and co-workers studied the protein conforma-
tional dynamics of HIV-1 PR by preparing series of analogues
in which the flexibility of the 37−61 loop was systematically
varied.10 The characterization of these variants by means of
different experimental techniques and molecular dynamics
(MD) simulations suggested a more mobile L-domain,
containing the protonated general acid Asp25(A), and a less
mobile D-domain, containing the general base Asp25(B). In
any case, the catalysis would not be rate-limited by opening or
closing of these loops.10 Other studies were also addressing the
relevance of the HIV-1 PR large-scale protein motions

involving the flaps and the cantilever,11−13 and its conforma-
tional diversity.14

Despite that proteases are known since 1825,15 as mentioned
by van der Kamp and Mulholland, the amount of theoretical
studies of the proteolysis catalyzed by HIV-1 PR are still
incomplete to provide final conclusions about its mechanism
and the origin of catalysis.16 The relatively simple structure of
the active site is nevertheless the origin of some problems,
which are still the source of many scientific debates. Generally,
experimental17−20 and theoretical12,13,21−24 studies have
provided evidence that peptide bond breaking is the result of
a mechanism where a water molecule is activated by an
aspartate residue and it then attacks as a nucleophile on a
carbonyl carbon of the substrate peptide chain. Nevertheless, in
the past 30 years different mechanisms for the reaction
catalyzed by aspartic proteases have been suggested. The first
one, proposed by Davies and co-workers25 based on a crystal
structure of HIV-1 PR from Rhizopy schinensis, was by long-
time the most accepted mechanism. It assumes that the water
molecule is held and activated by the two aspartate residues
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belonging to different monomers, Asp25(A) and Asp25(B),
and it would act as a nucleophile by attacking a carbonyl carbon
of the scissile peptide bond. This attack generates a tetrahedral
covalent and metastable oxyanion (OA) intermediate as shown
on mechanism [B] in Scheme 1. The presence of this OA
intermediate was supported by theoretical studies using the
approximate valence bond (AVB) method,23,26 suggesting that
the hydroxyl anion intermediate is stable in the active site of
HIV-1 PR. Nevertheless, it must be taken into account that the
calculations were in fact calibrated assuming the existence of
the OA intermediate.27,28

In the early 90s Jaskoĺski et al. described a new possible
mechanism, in which the reaction of proteolysis would be a
one-step process,29 initiated at Michaelis complex (MC) with
protonated Asp25 residue from chain B, as presented in
mechanism [A] in Scheme 1. In this chemical step the
nucleophilic attack of the water molecule to the carbonyl
carbon occurs simultaneously with the proton transfer to the
nitrogen and cleavage of the peptide bond. However, early ab
initio calculations based on small models did not confirm the
synchronicity of both attacks but suggested that the reaction
would take place in a stepwise manner, through an intermediate
state.30

A stepwise mechanism, through a stable tetrahedral
intermediate but with a gem-diol character (GD), was
supported by hybrid Car−Parrinello/Classical MD simulations
performed by Rothlisberger and co-workers,13 and by
experimental evidence obtained by Kent and co-workers.10

This mechanism, presented as mechanism [C] in Scheme 1, is
also in agreement with crystallographic studies of Weber and
co-workers31 who reported two high-resolution crystal
structures of wild-type and the multidrug-resistant variant
with the I54V mutation in complex with a peptide in a gem-diol
tetrahedral intermediate conformation. Hosur and co-workers32

confirmed this observations using X-ray snapshots technique

Figure 1. Structure of HIV-1 PR and detail of the active site, with
protonated Asp-25(A), and Ala6 peptide as substrate. Yellow area in
the bottom panel contains the part of the system treated at QM level
of theory during all the QM/MM calculations. Four link atoms are
indicated as thick black lines.

Scheme 1. Proposed Mechanisms for the Hydrolysis of Peptides Catalyzed by HIV-1 PR
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that allowed following the reaction pathway. More recently,
Schramm and co-workers proposed a model of transition state
(TS) structure related with the decomposition of the GD
intermediate, consistent with primary and secondary KIEs for
native and I84V multidrug-resistant HIV-1 PR enzyme.33 The
conversion of the GD intermediate to the product complex
should be rate limiting according to other kinetic stud-
ies.17,34−36 15N KIEs were previously used by Meek and co-
workers to elucidate the reaction mechanism of HIV-1 PR
arriving to the conclusion that the protonation of the nitrogen
atom of the amide leaving group should contribute to the rate
limiting step.18

Part of the uncertainty of the mechanism of HIV-1 PR is
linked to the debate of the protonation state of Asp25(A) and
Asp25(B). In fact, all four possibilities have been taken into
consideration in the past. Meek and co-workers17 demonstrated
that pKa values are different for Asp25(A) and Asp25(B), and
equal to 3.1 and 5.1, respectively, concluding that only one of
them should be protonated. On the other hand, Kent and co-
workers37 claimed that both residues are negatively charged at
pH = 6 in the absence of an inhibitor, while Parrinello and co-
workers,38 based on computational results, suggested that both
residues should be protonated. Nevertheless, from the first
experimental evidence of Torchia and co-workers,39 it is now
well accepted, in agreement with a broad range of aspartic
proteases, that the aspartic groups are in opposite states of
protonation, such that the catalytically competent form of these
enzymes is a “mono-protonated” one. This conclusion is based
on three-dimensional structural data of these enzymes, affinity
labeling studies, and the observation of “bell-shaped” profiles of
log V/K vs pH or log V vs pH for oligopeptide substrates of
porcine pepsin,40−43 penicillopepsin,44 and human renin.45

Moreover, this statement was recently confirmed by Kuroki and
co-workers,46 who observed a proton on only one aspartate
residue using neutron diffraction technique. The resulting
structural data showed that the catalytic residue Asp25(A) is
protonated and that Asp25(B) is deprotonated.
The knowledge of the molecular mechanism can be crucial

for the design of new HIV-1 PR inhibitors. Nevertheless, the
definition of an enzymatic reaction mechanism implies not only
a static but a dynamic description of the system in the different
states involved along the reaction path. In this regard, in the last
years experimental and theoretical studies have been focused in
elucidating whether fast vibrational protein motions have a role
in the barrier crossing of the chemical step of enzyme catalyzed
reactions.47 Fast dynamic motions of enzymes are recently a
topic of great interest in the scientific community because of
their possible role in driving the conversion of substrates into
products. The use of enzymes with the normal isotopic
distribution of their atoms modified by their corresponding
heavier isotopes, the so-called “heavy enzymes”, has proved to
be a useful tool to explore the role of these motions.48 Changes
in atomic masses can alter the vibrational frequencies while the
evolution of the electronic properties of the system described
by the Potential Energy Surface (PES) remains unaltered
according to the Born−Oppenheimer approximation. These
isotopic substitutions can have an effect in the vibrational
contribution to the activation free energy but also in the
tunneling probability when the chemical reaction involves the
transfer of a light particle. Enzyme kinetic isotope effects
(enzyme KIEs) can be measured and computed. The generally
observed diminution in the rate constant of the chemical step in
the “heavy enzyme” relative to the “light enzyme” (the

isotopically unlabeled counterpart) reflects protein motions
coupled to the reaction coordinate.
The pioneering studies using a mass-modified enzyme, which

were based on just replacing the nonexchangeable hydrogen
atoms by deuterium, showed a decrease in vmax by a factor equal
to 1.8 with respect to the ordinary version of the enzyme.49,50

This difference was attributed to the diminution of the
vibrational energy available in the active site of the deuterated
enzyme. More recently, Schramm and co-workers performed
kinetic studies on the human purine nucleoside phosphor-
ylase51 (PNP) and on the HIV-1 PR.52 In these studies, the
normal isotopic distribution of the protein atoms was modified
replacing all carbon, nitrogen and nonexchangeable hydrogen
atoms by 13C, 15N and 2H, respectively. The identical circular
dichroism spectra of heavy and light enzymes confirmed the
structural integrity of the protein. Then, the fact that the
“heavy” enzymes showed a diminution in the rate constant of
the chemical step relative to the wild or “light enzyme” was
interpreted as a dynamical link between femtosecond protein
motions and events in the reaction coordinate in the barrier
crossing.51 However, the hypothesis of dynamics as a key
driving force in enzyme catalysis has been questioned, and
argued that the ability of an enzyme to sample an ideal
electrostatic configuration is the source of the catalytic
efficiency.53−55

As commented above, HIV-1 PR was the second enzymatic
system, just after PNP,51 used by Schramm and co-workers to
generate a “heavy” enzyme in order to confirm their hypothesis
that enzyme motions on the femtosecond time scale play a role
in transition state formation. Different than in case of PNP,
analysis of catalytic process using aminobenzoyl-Thr-Ile-
Nle*pNO2-Phe-Gln-Arg-NH2 peptide as a substrate showed
that the steady-state rate constant kcat is dominated by the final
chemical step. The obtained experimental values of kcat are
equal to 3.28 ± 0.08 and 2.75 ± 0.08 s−1 for light and heavy
enzyme, respectively, resulting in normal isotope effect of 1.19
± 0.05. The observed reduction in kcat of the reaction catalyzed
by the heavy enzyme was interpreted by Schramm and co-
workers as a proof of their hypothesis that reducing the
frequency of the bond vibrations by isotopic substitution would
lead to decreasing probability of crossing the chemical barrier.
The main goal of the present work is to explore the proposed

mechanisms of proteolysis catalyzed by HIV-1 PR by means of
MD simulations based on hybrid quantum mechanics/
molecular mechanics (QM/MM) potentials. Once the rate
limiting step of the most favorable mechanism was determined,
primary, secondary and enzyme KIEs will be computed with a
flexible model of the homodimer of HIV-1 PR to get
information directly comparable with the experimental data.
This treatment will allow the confirmation of the proposed
molecular mechanism and identifying dynamic effects occurring
in this system. Finally, the electrostatic effects of the protein
will be analyzed in depth to complement the full picture of the
HIV-1 PR catalyzed reaction.

■ COMPUTATIONAL METHODS
Setup of the System. The system of HIV-1 PR was prepared

based on a crystal structure of wild type in complex with 4-[2-(2-
acetylamino-3-naphtalen-1-ylpropionylamino)-4-methylpentanoylami-
no]-3hydroxy-6-methyl-heptanoicacid[1-(1-carbanoyl-2-naphthalen-1-
yl-ethylcarbamoyl)-propyl]-amide (LP-130) inhibitor with PDB ID
1ODY at 2.00 Å resolution.56 The inhibitor was replaced by a peptide
that consists of 6 alanine residues. The position of the peptide in the
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active site was based on the arrangement with LP-130, and was build
using Discovery Studio program version 3.5.57 Using SCit tool
developed by Tuffeŕy and co-workers,58 the backbone of Met-46 from
chain B has been revised automatically based on Hidden Markov
model derived structural alphabet.59

Since the standard pKa values of ionizable groups can be shifted by
local protein environments,60 an accurate assignment of the
protonation states of all these residues at pH = 7 was carried out.
Recalculation of the pKa values of the titratable amino acids has been
done using the empirical PROPKA 2.0 program of Jensen et al.61

According to the results, most of the residues were found at their
standard protonation state, except for the Asp25 from chain A whose
pKa value indicates to be protonated. This is an interesting preliminary
result since the pKa values of Asp25A and Asp25B should in principle
be equivalent if both residues were surrounded by equal local
environments. Keeping in mind that the pKa values have been
estimated in the presence of the peptide that consists of 6 equal
alanine residues, this result could suggest a nonsymmetric environ-
ment in the active site of the protein. Nevertheless, after a deep insight
into the geometry of the X-ray structure, no significant differences
were detected in the local protein environments of both Asp. Instead,
it appears that the carbonyl group of the peptide, closer to one
aspartate than to the other, makes the PROPKA calculations render
different values of pKa. The prediction of a monoprotonated state in
the catalytic aspartates has been already proposed by PROPKA
calculations of Jensen and co-workers for HIV-1 PR with different
inhibitors,62 and by pH replica-exchange molecular dynamics of the
apo and bound forms of HIV-1 PR with different protease inhibitors
carried out by Roitberg and co-workers.63 The obtained pKa values of
all the pKa titratable residues can be found in the Supporting
Information. Additionally, His-69 from chain A and B were protonated
in δ-position. Subsequently, in order to neutralize the system a total of
3 counterions (Cl−) were placed into optimal electrostatic positions
around the protein. Afterward, series of optimization algorithms
(steepest descent, conjugated gradient and L-BFGS-B)64 were applied.
To avoid a denaturation of the protein structure, all the heavy atoms of
the protein and the inhibitor were restrained by means of a Cartesian
harmonic umbrella with a force constant of 1000 kJ·mol−1·Å−2.
Then the protein was placed in a box of pre-equilibrated water

molecules (100 × 80 × 80 Å3), using the principal axis of the protein-
inhibitor complex as the geometrical center. Any water with an oxygen
atom lying in a radius of 2.8 Å from a heavy atom of the protein was
deleted. The geometries of the remaining water molecules were then
optimized. Later, an initial 500 ps classical MD simulation (at
temperature 300 K), carried out to relax the system without significant
changes in its geometry, was performed with the full model of protein
with the short peptide and water molecules using the AMBER65 and
TIP3P66 force fields for the protein and water molecules, respectively,
as implemented in the fDYNAMO library.67−69 The same force fields
will be used to describe the MM region in the following hybrid QM/
MM MD simulations. Due to the large amount of degrees of freedom,
any water molecule 20 Å apart from any of the atoms of Asp-25 from
chain A and chain B were kept frozen in the remaining calculations.
Cutoffs for the nonbonding interactions were applied using a force
switching scheme, within a range radius from 14.5 to 16 Å.
Afterward, the system was optimized using hybrid QM/MM

potentials, where a small part of the system consists of both Asp25
from chain A and B, one water molecule and two amino acid residues
of the peptide, Ala3 and Ala4 (see Figure 1), was described by
quantum mechanics using the AM170 semiempirical Hamiltonian and
by the M06-2X hybrid functional developed by Truhlar’s and co-
workers71,72 with the standard 6-31+G(d,p) basis set. To saturate the
valence of the QM/MM frontier atoms, link atoms were placed in the
peptide and in the two aspartate residues (see Figure 1). The rest of
the protein and water molecules are described using the mentioned
force fields. Stationary points were localized using the Berny algorithm
at AM1/MM and M06-2X/MM level.
Free Energy Calculations. In order to get the free energy

landscape of the full catalyzed reaction, PMFs have been traced73−75

along selected coordinates using the weighted histogram analysis

method (WHAM) combined with the umbrella sampling ap-
proach75,76 as implemented in fDYNAMO. The procedure for the
PMF calculation is straightforward and requires series of molecular
dynamics simulations in which the distinguished reaction coordinate
variable, ξ, is constrained around particular values,75 while the
remaining degrees of freedom (including those of the water solvent
molecules and protein environment) are conveniently sampled. The
distinguished reaction coordinate, that correspond to a reduced
number of internal degrees of freedom considered as the most relevant
ones in each particular chemical step, is obviously not the real reaction
coordinate that involves many other degrees of freedom not only of
the chemical system but from the environment. Nevertheless, our
experience dictates that a good description of the key states and the
differences in energy between them, can be deduced from the PMFs if
a proper combination of internal coordinates are selected. The values
of the variables sampled during the simulations are then pieced
together to construct a distribution function from which the PMF is
obtained as a function of the distinguished reaction coordinate
(W(ξ)). The PMF is related to the normalized probability of finding
the system at a particular value of the chosen coordinate by eq 1:

∫ξ ρ δ ξ ξ= − − −W C kT r r r( ) ln ( ) ( ( ) ) dN N N 1
(1)

Then, the activation free energy of a chemical step can be expressed
as77

ξ ξ ξΔ = + ξ
‡ ‡G W G( ) [ ( ) ( )]R

(2)

where the superscripts indicate the value of the reaction coordinate at
the reactants (R), and at the TS (‡), and Gξ (ξ

R) is the free energy
associated with setting the reaction coordinate to a specific value at the
reactant state. Normally this last term makes a small contribution and
the activation free energy is directly estimated from the PMF change
between the maximum of the profile and the reactant’s minimum:

ξ ξ ξ ξΔ ≈ − = Δ‡ ‡ ‡G W W W( ) ( ) ( ) ( )R (3)

In the reaction studied in the present paper, some of the steps
require the use of more than a single internal coordinate as the
reaction coordinate (or the antisymmetric combination of two
interatomic distances). In such cases, two-dimensional PMFs (2D-
PMF) are computed using two coordinates, ξ1 and ξ2, and then eq 1 is
transformed into eq 4:

∫ξ ξ ρ δ ξ ξ δ ξ ξ= ′ − − −

−

W C kT r r r

r

( , ) ln ( ) ( ( ) ) ( ( ) )

d

N N N

N

1 2 1 1 2 2

2 (4)

To estimate the activation free energy from eq 4, we recovered one-
dimensional PMF changes tracing a maximum probability reaction
path on the 2D-PMF surface and integrating over the perpendicular
coordinate.

Spline Corrections. The generation of PMFs requires a large
number of structures that are generated from QM/MM MD
calculations. Inevitably, we are restricted to the use of a semiempirical
Hamiltonian, AM1 in this work. Then, in order to improve the quality
of every single free energy surface, based on the work of Truhlar and
co-workers78−80 a spline under tension81,82 is used to interpolate this
correction term at any value of the reaction coordinate ξ1 (and ξ2 in
the case of two-dimensional PMFs; 2D PMFs) selected to generate the
free energy surfaces.83−85 In this way we obtain a continuous function
in a new energy function to obtain corrected PMFs:

ξ= + ΔE E S E[ ( )]LL/MM LL
HL

(5)

where S refers to the spline function, and its argument ΔELLHL(ξ) is a
correction term evaluated from the single-point energy difference
between a high-level (HL) and a low-level (LL) calculation of the QM
subsystem. Herein the hybrid M06-2X functional with the 6-
31+G(d,p) basis set, as suggested by Truhlar and co-workers,86,87

has been employed as the HL method. As our simulations will
demonstrate, the energy difference between the LL/MM and HL/MM
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surfaces can be significant in some cases, thus justifying the
corrections. Moreover, the fact that all optimized TS structures at
M06-2X/MM were located on the quadratic region of the spline-
corrected surface can be considered as an additional proof of the
reliability of the selected technique.
Kinetic and Equilibrium Isotope Effects. Quasiclassical KIEs

and equilibrium isotope effects (EIEs) have been computed for
isotopic substitutions of key atoms from 11 couples of stationary
structures, comparing rate limiting TSs and reactant complex (to
compute KIEs) or by comparing two minimum energy structures
(EIE), at M06-2X/MM level of theory. A special case of EIEs is the
binding isotope effects (BIE) that refer to the binding step of the
peptide from aqueous solution to the protein active site. Then, the
ratio between the rate constants, or equilibrium constants,
corresponding to the light atom “L” and the heavier isotope “H”
can be computed using the Transition State Theory (TST), as

= − Δ −Δ
( )
( )

eIE

Q

Q

Q

Q

RTL

H

1/ ( ZPE ZPE )

b

a

b

a

L H

(6)

In eq 6, the subscripts H and L refers to heavy and light isotopologs,
respectively, the total partition function, Q, was computed as the
product of the translational, rotational, and vibrational partition
functions for the isotopologs in the two stationary structures under
comparison, a and b. Thus, for KIE calculations a refers to MC (or
INT) and b to TS, for EIE calculation a refers to MC and b to INT,
and for BIE calculation a refers to the peptide in water and b to the
peptide in the MC. ΔZPE refers to the difference in the zero point
energies between a and b. The subset of atoms used to define the
Hessian for these IE calculations were those of the QM region,
consistent with the “cut-off rule” and the local nature of isotope
effects.88 The Born−Oppenheimer, rigid-rotor, and harmonic
oscillator approximations were considered to independently compute
the different contributions. Keeping in mind that because both
involved states, reactants and TS, are in a condensed media (the active
site of a protein), contribution of translation and rotation to KIEs are
negligible. Nevertheless, the full 3N × 3N Hessians have been
subjected to a projection procedure to eliminate translational and
rotational components, which give rise to small nonzero frequencies,
as previously described.88 Thus, it has been assumed that the 3N − 6
vibrational degrees of freedom are separable from the 6 translational
and rotational degrees of freedom of the substrate.
Enzyme Kinetic Isotope Effect (enzyme KIE). In order to get an

insight on nonequilibrium effects due to protein motions, the entire
enzyme has been isotopically substituted by replacing carbon,
nitrogen, and nonexchangeable hydrogen atoms by their correspond-
ing heavier isotopologs 13C, 15N, and 2H. The resulting “heavy”
enzyme can then be compared with its natural, lighter, counterpart by
computing the enzyme KIEs as the ratio between rate constant of the
reaction catalyzed by light and heavy variant of the enzyme.48 The rate
constants of “light” and “heavy” PR-HIV1 were evaluated under the
framework of Ensemble Averaged Variational Transition State Theory
(EA-VTST), which was corrected for tunneling contributions and
dynamic effects:89−91

ξ= Γ =
ξ ξ

−
Δ

−
Δ

k T T
k T

h
e

k T
h

e( ) ( , )
G T

RT
G T

RTB (
( , )

) B (
( , )

)act
QC

eff

(7)

where R is the ideal gas constant, T is the temperature, kB is the
Boltzmann constant, h is Planck’s constant, and ΔGeff is the effective
activation free energy, which includes all the contributions to the rate
constant, and can be readily compared to the value derived from the
experimental rate constant. Γ(T,ξ) is the temperature-dependent
transmission coefficient that contains dynamic and tunneling
corrections to the classical rate constant:

ξ γ ξ κΓ =T T T( , ) ( , ) ( ) (8)

where γ(T,ξ) is the recrossing transmission coefficient that corrects the
rate constant for the trajectories that recross the dividing surface from
the product valley back to the reactant valley, and κ(T) is the tunneling
coefficient that accounts for reactive trajectories that do not reach the
classical threshold energy. ΔGact

QC is the quasiclassical activation free
energy calculated along the reaction coordinate ξ:92,93

ξ ξΔ = Δ + ΔG T G T G T( , ) ( , ) ( )act
QC

act
CM

vib
QM (9)

where ΔGact
CM(T,ξ) is the activation free energy obtained from the

classical PMF along the selected reaction coordinate, and ΔGvib
QC(T) is

the correction term due to the quantized nature of molecular
vibrations (mainly zero-point energies).94−97

As observed in previous computational studies, the only significant
difference found when computing the ratio between the rate constant
of the “light” and “heavy” enzymes is in their recrossing
coefficients.98−102 Thus, while the mass modification can affect the
zero point energies of the TSs and reactants to a different extent, and a
slight change can appear in the corresponding ΔGvib

QC(T) values if
including residues around the substrate in the calculation of the
Hessian, the observed differences are nevertheless too small to account
for the experimental enzyme KIEs.101 The tunneling coefficients of the
“light”and “heavy” enzymes have been also demonstrated to be
statistically identical and previous studies have also indicated that
protein isotope labeling has a negligible effect on the potentials of the
enzyme.102 Consequently, the force fields of “light” and “heavy” HIV-1
PR and their classical activation free energy barriers can be considered
to be identical. Therefore, the enzyme KIE can be approximated as the
ratio of the recrossing transmission coefficients for the light and heavy
enzyme:

γ
γ

= ≈k
k

enzyme KIE
LE

HE

LE

HE (10)

Any nonequilibrium influence of protein dynamics (revealed as a
variation of the rate constant due to the vibrational shift of protein
motions caused by mass substitution) should be captured in this
coefficient. In the present work, this recrossing transmission coefficient
γ(T,ξ) has been computed by means of the Grote−Hynes theory, as
the ratio between the reactive frequency (ωr) and the equilibrium
frequency (ωeq), the frequency obtained under the assumption of
equilibrium between the reaction coordinate and the remaining
degrees of freedom of the system:103

γ
ω
ω

=GH r

eq (11)

The equilibrium frequency is obtained fitting the PMF previously
performed to a parabolic function:

Δ = − −kPMF
1
2

(RC RC )eq
TS 2

(12)

where ΔPMF is the potential of mean force difference with respect to
the maximum in the profile, keq is the equilibrium force constant and
RCTS is the reaction coordinate of the maximum of the profile. So, the
equilibrium frequency is

ω
π μ

=
c

k1
2eq

eq

RC (13)

where μRC is the reaction coordinate reduced mass and c is the speed
of light.

The reactive frequency is obtained by applying the Grote−Hynes
equation. Thus, once the equilibrium frequency is known, the reactive
frequency can be easily obtained from the following relationship:103,104

∫ω ω ω ξ− = =ω
∞

−t e t( ) d 0rr
2

eq
2

0
TS

t
r

(14)

The friction kernel (ξTS(t)) is obtained at the transition state
(TS(t)) to determine the forces exerted during the passage over the
top of the barrier. All force contributions, due to the reacting system
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and to the environment, are considered in the calculations. In this
procedure, it is assumed that recrossings take place in the proximity of
this dynamic bottleneck.105 The friction kernel (ξTS(t)) gives the
fluctuating forces acting on the reaction coordinate, then providing an
efficient way to quantify the coupling of the rest of the degrees of
freedom of the system with the selected reaction coordinate:104

ξ
μ

=
⟨ ⟩

t
F F t

k T
( )

(0) ( )RC RC

RC B (15)

where FRC(t) is the force on the reaction coordinate, μRC is the
associated reduced mass, kB is the Boltzmann constant, T is the
temperature, and ξTS(t) quantifies the coupling of the reaction
coordinate with the rest of the degrees of freedom of the system.

■ RESULTS AND DISCUSSION

Protonation State of Asp25(A) and Asp25(B). The
protonation state of Asp25(A) and Asp25(B), which has been a
question of debate as mentioned in the Introduction, is crucial
for the theoretical modeling of HIV-1 PR. Considering the
possible alternatives, and the implications on the mechanism,
we have first decided to calculate the pKa of the key titratable
residues of the active site, and the relative free energies between
the two possible “mono-protonation” states, the protonated
Asp25(A) or Asp25(B). It is important to mention that in our
case, pKa calculation includes not only the influence of the
interaction with other residues from the protein being in close
surrounding, but also the interaction with the polypeptide
(Ala6-substrate) bound to the active site. Nowadays, thanks to
the efficient methods based on very fast empirical prediction of
pKa algorithm, the analysis of protonation state of these two
key residues Asp25(A) and Asp25(B) is computationally
feasible. The obtained result, shown in detail in the Supporting
Information, are in agreement with the current opinions that
suggest meaningfully different pKa values for Asp25(A) and
Asp25(B) (of 9.9 and 4.2, respectively). This result indicates
that the catalytic aspartate residues must be in a monoproto-
nated state at physiological pH. Significantly different pKa
values were also predicted by Trylska et al.,106 and more
recently by Jensen and co-workers,62 and by Roitberg and co-
workers.63

Nevertheless, from the thermodynamic point of view, the
free energy surface corresponding to the proton exchanged
between Asp25(A) and Asp25(B) through one water molecule,
shown in Figure 2, indicates that the two proposed MC do not
differ in energy (the free energy difference between MC
AspH25(B) and MC AspH25(A) is 0.7 kcal·mol−1). Moreover,
the activation free energy of 2.5 kcal·mol−1 obtained for such
proton jump suggest that both protonation states would be
equally present in HIV-1 PR. Thus, in the present work both
MC protonation states, whose representative structures are
presented in right panels of Figure 2, were considered as
starting point in the study of the HIV-1 PR reaction
mechanism. The free energy surfaces computed at AM1/MM,
for this and the rest of explored chemical steps, can be found in
the Supporting Information.

Reaction Mechanisms. As already shown in the
Introduction section, despite a consensus on many of its
features, a clear statement about the reaction mechanism
catalyzed by HIV-1 PR is still missing. Thus, in this study we
are using several tools to explore and test the proposed
mechanisms of proteolysis catalyzed by HIV-1 PR starting from
the two conformations of the MC deduced from the above
preliminary calculations on protonation state of the aspartate
residues located in the active site.

Concerted Mechanism. As shown on Scheme 1, there is
only one proposal corresponding to a concerted mechanism
that starts from the protonated Asp25H(B) and a negatively
charged Asp25(A). In this proposal the nucleophilic attack of
water is combined with a simultaneous proton attack to the
scissile C−N peptide bond. Thus, the free energy surface of this
step was explored by controlling the simultaneous nucleophile
attack of oxygen of activated water molecule OWAT on carbonyl
carbon CAla3 of the peptide and the proton transfer from the
same water molecule HWAT to the nitrogen NAla4 of the scissile
peptide bond. Our calculations suggest that, despite the initial
free energy surface could indicate the possibility of this
mechanism, any attempt to localize a TS structure at M06-
2X/MM level for this concerted mechanism was unsuccessful
(see Supporting Information for details), what would be in
agreement with the predictions of Pederson and co-workers.30

Figure 2. AM1/MM 2D-PMF corrected at M06-2X:AM1/MM level for proton exchange process between Asp25(A) and Asp25(B). Detail of
representative structures of the two MCs located at M06-2X/MM level are displayed in the right panels. Key distances are given in Å and values of
isoenergetic lines in kcal·mol−1.
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On the contrary, when exploring the mechanism from the
protonated AspH25(A), the resulting surface, presented in
Figure 3, and the localized TS (reported in the Supporting

Information) show that this process can take place in a
concerted manner. Nevertheless, the free energy barrier appears
to be significantly high (43.5 kcal·mol−1), by comparison with
barriers that can be derived from experimental data such as 16.4
kcal·mol−1 (kcat 3.28 ± 0.08 s−1) obtained for proteolysis of
aminobenzoyl-Thr-Ile-Nle*pNO2-Phe-Gln-Arg-NH2 sub-
strate,52 or in the range between 17.9 and 15.1 kcal·mol−1

(kcat ranged between 0.24 and 0.29 s−l) for Ac-Ser-Gln-Asn-
Tyr-Pro-Val-Val-NH2, Ac-Arg-Ala-Ser-Gln-Asn-Tyr-Pro-Val-
Val-NH2, Ac-Ser-Gln-Ser-Tyr-Pro-Val-Val-NH2 and Ac-Arg-
Lys-Ile-Leu-Phe-Leu-Asp-Gly-NH2 oligopeptides.
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Mechanism via an Oxyanion Intermediate. The first
explored stepwise mechanism, via an OA intermediate, is
labeled in Scheme 1 as mechanism [B]. It is assumed that in the
first step of this mechanism the active site water molecule,
activated by AspH25(A) and Asp25(B), attacks the carbonyl
carbon CAla3 of peptide bond and a proton HWAT from this
water is transferred to Asp25(B) leading to a metastable OA
intermediate. Subsequently, the proton HWAT is transferred
from Asp25H(B) to nitrogen NAla4 and the peptide bond is
broken. In this mechanism the role AspH25(A) would be to
activate the water molecule, not being directly involved in the
covalent breaking or forming bonds along the reaction pathway.
In order to explore the free energy surfaces associated with

these two steps, one 2D-PMFs and one 1D-PMF were
computed, which are shown in Figure 4. The first step was
generated from the MC with protonated AspH25(A), by
controlling the distance between the oxygen atom of the water
molecule and the carbonyl carbon atom of the Ala4, d(OWAT-
CAla3), and the antisymmetric combination of distances defining
the position of the transferring proton from the water molecule
to Asp25(B): d(OWAT-HWAT) and d(HWAT-OAsp25(B)). The
obtained free energy surface, presented on Figure 4A, shows a
possible reaction path leading to the OA intermediate that is

reached after crossing a free energy barrier of 11.5 kcal·mol−1. It
is important to note that an activation free energy of 2 kcal·
mol−1 is obtained for the inverse reaction, the decomposition of
the OA back to the MC, thus indicating the metastable
character of this intermediate. Interestingly, the 2D-PMF of
Figure 4A shows another local minimum in the upper left
corner of the surface, at similar free energy value than the MC
AspH25(A), which corresponds to the alternative protonation
state of the MC in the active site: unprotonated Asp25(A) and
protonated AspH25(B). The presence of this local minimum in
the free energy surface confirms that the reaction from this MC
to the OA intermediate is also feasible, with also similar free
energy of activation.
From the OA intermediate, a 1D-PMF corresponding to the

transfer of HWAT from AspH25(B) to the nitrogen atom of the
scissile peptide bond, together with the breaking of this peptide
bond, has been generated and it is shown in Figure 4B. The
obtained free energy profile clearly indicates the appearance of
a zwitterion intermediate (ZW), in which the nitrogen atom is
doubly protonated but the CAla3 - NAla4 peptide bond is not
broken, yet. This structure, that appeared as a stable species in
previous MD/AMD simulations,23 presents a small but
noticeable barrier to proceed to product complex according
to our results.
Within the information on the full free energy profile of this

mechanism, the overall rate limiting step is the one controlled
by the TS2(OA) that corresponds to the transformation from
OA to ZW, involving a proton transfer from the Asp25(B)
oxygen atom OAsp25(B) to the nitrogen NAla4. Considering the
MC as the reference state, the free energy barrier for this step is

Figure 3. AM1/MM 2D-PMF, corrected at M06-2X:AM1/MM level
of theory, for mechanism [A] of proteolysis of Ala6 peptide catalyzed
by HIV-1 PR starting from conformation of active site with protonated
AspH25(A). Energy values are given in kcal·mol−1 and distances of the
axis in Å.

Figure 4. (A) AM1/MM 2D-PMF, corrected at M06-2X:AM1/MM
level, for the oxyanion intermediate formation step initiated at MC
with protonated AspH25(A), or with protonated AspH25(B). (B)
AM1/MM 1D-PMF, corrected at M06-2X/MM level, for the
decomposition of the oxyanion intermediate into products. Values
given in the isoenergetic lines of the 2D-PMFs are in kcal·mol−1 and
distances of axis in Å.
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equal to 21.1 kcal·mol−1, which is still rather high by
comparison with the experimental observations. The activation
free energy of the N−C peptide bond breaking from the ZW
intermediate is really small. A transient but relevant behavior of
a zwitterion species was already observed in the inverse process,
the peptide bond formation, catalyzed by ribosome,108 and also
in the counterpart nonenzymatic reaction in solution.109,110

Mechanism via a Gem-Diol Intermediate. The last
explored mechanism corresponds to the one proceeding via a
gem-diol (GD) intermediate, depicted in Scheme 1 as
mechanism [C]. It is generally assumed that in the first step,
that leads to the GD intermediate, a water molecule activated
by AspH25(A) and Asp25(B), attacks the carbonyl carbon CAla3

of the peptide bond concomitant with the transfer of two
hydrogen atoms: HWAT from water to Asp25(B) and HAsp25(A)

from AspH25(A) to the carbonyl oxygen atom OAla3 of Ala3.
The second step, from GD to products, corresponds to the
transfer of HWAT from AspH25(B) to the nitrogen NAla4, the
HAsp25(A) transfer back from OAla3 oxygen to Asp25(A) and the
C−N peptide bond breaking. The explored free energy surfaces
are shown in Figure 5.
The first conclusion derived from these results is that the

formation of the GD intermediate can take place in a single step
with a barrier of 8.5 kcal·mol−1. Incidentally, a feasible path
connecting OA to GD intermediates was obtained with an
activation free energy barrier of 2.0 kcal·mol−1. The
corresponding PMFs can be found in the Supporting
Information. This result means that an alternative stepwise
reaction path for the formation of GD intermediate can take
place through the OA intermediate. Nevertheless, it would be
kinetically less favorable considering that the energy required
for surmounting the TS that connects MC and the OA
intermediate (13.5 kcal·mol−1) is already higher than the
activation energy to reach the TS of the concerted process that
connects MC and GD. Moreover, the OA intermediate is 15.9
kcal·mol−1 less stable than the GD intermediate, which in turn
is also more stable than the MC by 3 kcal·mol−1. Our predicted
activation free energy for the formation of the GD intermediate,
8.5 kcal·mol−1, is lower than the ones previously obtained by
Rothlisberger and co-workers13 (18.1 kcal·mol−1) and the
potential energy barrier obtained by Tsuda and co-workers
(16.26 kcal·mol−1).111 Anyway, this step is not the rate limiting
step of the full chemical process since, according to the PMF
depicted in Figure 5B, the decomposition of the GD
intermediate into products presents a free energy barrier of
15.0 kcal·mol−1.
Once the free energy surfaces of every single step have been

computed, a complete picture of the possible reaction paths
from MC to product complex can be drawn. The schematic
representation of all possible chemical transformations is
presented in Figure 6, where the free energy barriers for
every single step are also reported. A detail of representative
snapshots of the different TSs, the OA and the GD
intermediates are reported in Figure 7, while a table containing
key interatomic distances is deposited in the Supporting
Information. According to our results, the proteolysis catalyzed
by HIV-1 PR would proceed in a stepwise manner through the
formation of a stable GD intermediate. The rate limiting step
would be the decomposition of this intermediate into products,
taking place through the TS2(GD) with an activation free
energy of 15.0 kcal·mol−1. This value is in very good agreement
with experimental data that, as mentioned before, oscillates
between 15.1 and 17.9 kcal·mol−1, depending on the

peptide.52,107 The other explored mechanisms, through the
OA intermediate or through a concerted mechanism, present
significantly higher energy barriers that preclude their
participation. The obtained reaction free energy describes an
exergonic process, which is consistent with an enzymatic
process.

Isotope Effects. Once the reaction mechanism of
proteolysis catalyzed by HIV-1 PR has been explored, the
next step involves testing our predicted results by computing
magnitudes that can be directly compared with experimental
measurements. These are, apart from the already obtained free
energy barriers that can be related with rate constants in the
framework of the TST, the EIEs due to the different
interactions established between the Ala6-peptide and the
aqueous solution or the active site of HIV-1 PR, or the KIEs
due to the substitution of atoms involved in the forming and
breaking bonds. A schematic representation of the definition of
the different isotope effects is shown in Figure 8, while the
obtained results are listed in Table 1. Due to computer

Figure 5. AM1/MM 2D-PMFs, corrected at M06-2X:AM1/MM level,
for the (A) transformation from MC to GD intermediate through a
concerted process mechanism, and (B) decomposition of GD into
products. Values given in the isoenergetic lines are in kcal·mol−1 and
distances of the axis in Å.
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limitations, only one value of BIEs, EIEs and KIEs was
computed at M06-2X/MM level for each mechanism and,
consequently, no measure of uncertainty can be computed for
the values listed in Table 1. Nevertheless, according to the
standard deviations of 10 different values of BIEs, EIEs and
KIEs computed at AM1/MM level (see the Supporting
Information), similar low uncertainty (on the third decimal
place) can be expected to the values reported in Table 1. The
kinetic effect of converting the naturally abundant isotope
protein into its “heavy” counterpart will be treated in a
separately section since, while it is true that enzyme KIEs can
be used to compare theoretical predictions and experimental
data, they will be used primarily to get insights into enzyme
dynamics.
Equilibrium Isotope Effects. In our previous work focused

on the special case of EIEs related to the binding step of the
substrate in the HIV-1 RT, i.e., BIEs,112 it was concluded that
BIEs are expected to differ from 1 (value that corresponds to
no isotope effect) only in cases when ligands bind to
hydrophilic cavities.69 Since active site of HIV-1 PR can be
considered as hydrophilic, we have decided to examine BIEs for
14C-Ala3, 18O-Ala3 and 15N-Ala4 to check whether the obtained
values can be useful in the interpretation of the interactions

between the active site and the substrate. Traditionally, BIEs
could be measured experimentally and used to compare known
inhibitors with predicted new ones.113 Our calculations reflect
that, as expected, negligible BIEs were obtained for 14C-Ala3
and 15N-Ala4 (0.993 and 0.991, respectively) indicating the lack
of hydrogen bond type interactions with surrounding residues
both in water and in the active site of HIV-1 PR. Different
situation occurs in the case of 18O-Ala3, where normal BIEs of
17% are obtained. This value reveals a meaningful change in the
interactions between this residue of the peptide and the water
molecules of the aqueous solution and the active site of HIV-1
PR. In particular, the normal value indicates a weaker hydrogen
bond interaction in the active site than in the aqueous solution.
Two sets of EIE have been computed in the present work

taking the structures generated along the stepwise mechanisms
by comparing the MCs with the intermediate OA or GD (see
Table 1). According to the average structures of both
intermediates, no significant differences would be expected
for the computed isotope effects. As observed in Figure 7, the
scissile peptide bond in the OA intermediate is slightly more
elongated than in the GD intermediate (1.53 vs 1.49 Å) which
can explain the slightly higher normal 15N and 14C EIE
observed when considering the equilibrium between the MC

Figure 6. Schematic representation of the overall studied mechanisms for HIV-1 PR-catalyzed reaction of peptide bond cleavage. Activation free
energies, in relation to the initial reactant state, were derived from the AM1/MM PMFs corrected at M06-2X:AM1/MM level. All values are
reported in kcal·mol−1.
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and the OA intermediate (1.034 and 1.013 Å, respectively) than
when considering the equilibrium with the GD intermediate
(1.008 and 1.005 Å, respectively). This small difference is also
related with the higher charges on the C and N atoms of the
scissile peptide bond in the OA than in the GD; 0.606 and
−0.511 au in the former vs 0.701 and −0.798 au in the later. A
table with atomic charges for all key atoms in all localized states
is reported in the Supporting Information. The protonation of
the carbonyl oxygen atom of Ala3 in the GD intermediate is
also responsible of getting a small but inverse 18O EIE when
considering the equilibrium of the GD intermediate, but a small
normal effect in the case of formation of the OA intermediate.

This new hydroxylic group presents a strong hydrogen bond
interaction with the Asp25A in the GD, producing a tighter
force constant associated with the oxygen atom and explains
the inverse value of the EIE. If the oxygen atom is not
protonated, as occurring in the OA intermediate, the
interaction with the Asp25(A) is slightly weaker and a small
but normal EIE is obtained.

Kinetic Isotope Effects (KIEs). Analysis of KIEs can render
more interesting conclusions not only because they can provide
indirect information on the TSs, but also because experimental
data is available for our system, despite they were measured for
reactions with different peptides. KIEs have been computed for
the isotopically substitution of the three atoms directly involved
in the peptide bond breaking; 14C-Ala3, 18O-Ala3 and 15N-Ala4.
The TSs used to compute these KIEs where those localized in
the rate limiting steps of the three explored mechanisms. As
shown in Table 1, and in agreement with the conclusions
derived from the analysis of the energetics of the alternative
reaction paths, only the KIEs obtained from the GD
mechanism are in qualitative and almost quantitative agreement
with the experimental data.33,114

The normal 14C KIE obtained with the corresponding TSs of
the three mechanisms means a tighter force constant associated
with the C atom in the MC than in the TS, which can not be
explained by the hybridization state (changing from sp2 to sp3)
but by the interactions established with this atom. As can be
observed by comparing the corresponding structures presented
in Figure 2 and Figure 7, the scissile C−N bond is dramatically
elongated in all the three TSs by comparison with the initial
state in the MC.
The primary 15N KIE and the secondary 18O KIE are even

more symptomatic. Thus, while the former is normal in the
concerted and in the OA mechanism, the inverse value
obtained with the GD mechanism would be the only one in
agreement with experiments of Schramm and co-workers33 or
Meek and co-workers.107 This inverse KIE can be rationalized
based on the fact that the nitrogen atom establishes an
additional interaction with the proton from Asp25(B) (1.20 Å)
while the C−N bond is still, at some extent, preserved (1.56 Å).
Thus, much tighter surrounding of the nitrogen is observed on
TS than in MC. In the case of the TSs of the concerted and the
stepwise mechanism through the OA intermediate, the distance
between the N and the transferring proton are significantly
larger (1.32 and 1.26 Å, respectively), and the scissile peptide
bond more elongated in the case of the TS2(OA) (1.58 Å).
The secondary 18O KIE is inverse in the concerted and in the

GD mechanism (0.997 and 0.993, respectively). In the
concerted mechanism, this effect can be explained by the
strong interaction that is established with the proton of
AspH25(A) in the TS (1.52 Å) while in the GD mechanism
this proton participates in the reaction since it is being

Figure 7. Detail of representative snapshots of OA and the GD
intermediates and the rate limiting TSs of the three explored
mechanism. Key distances (in Å) involved in TSs are marked in blue.

Figure 8. Detail of the Ala6 peptide in the active site of the HIV-1 PR with indication of atoms isotopically substituted for the calculation of the
isotope effect studies (left panel), and schematic representation of the definition of the different isotope effect along the reaction path (right panel).
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transferred from the oxygen atom to the Asp25(A), thus
showing an even shorter distance is detected (1.45 Å) that
reveals a strong interaction. On the contrary, the TS of the rate
limiting step of the OA mechanism does not involve this proton
transfer and this interaction is not so strong: the distance
between the oxygen atom of the peptide and the hydrogen
atom of AspH25(A) is significantly larger (1.82 Å). As a
consequence, a normal KIE is obtained (1.007), not in
accordance with the experimental data of Schramm and co-
workers.33

A final conclusion that can be derived from our calculations is
that, if the KIEs are computed using the GD intermediate as the
reference state (see the KIE(INT‑TS) column on Table 1), the
agreement with the experimental data is much worse than when
KIEs are computed between MC and the rate limiting step of
the GD mechanism.
Dynamic Effects: Enzyme KIEs. Once the GD mechanism

has been confirmed as the most favorable one employed by
HIV-1 PR to break the peptide bond, the study of the dynamic
effects has focused on the rate limiting step of this mechanism.
According to the kind of chemical reaction involved in this step,
no dramatic tunnelling effects should be expected since, despite
a proton transfer takes place, this chemical steps involves the
breaking of a carbon−nitrogen bond. In any case, as revealed in
previous studies, the tunnelling transmission coefficients
obtained in light and heavy enzymes are equivalent within
the standard deviations.98−102 Then, as commented in the
Computational Methods section, since in our QM/MM
simulations the reaction coordinate does not depend on
coordinates of the protein, any nonequilibrium influence of
protein dynamics (revealed as a variation of the rate constant
due to the vibrational shift of protein motions caused by mass
substitution) should therefore be captured in the recrossing
transmission coefficient and the enzyme KIEs were computed
as the ratio of these coefficients in the light and heavy enzyme
(eq 10). As also explained in previous section, these were
computed by means of the Grote−Hynes theory103 that
requires MD simulations starting from TSs structures. Then,
the recrossing transmission coefficients are necessary based on
AM1/MM simulations and the corresponding TSs structures
selected from the quadratic region of the 2D PMF generated at
this level of theory. The corresponding AM1/MM free energy
surface, presented in Figure 9, shows a stepwise mechanism for
this chemical step, taking place through a stable ion-pair like
intermediate. Consequently, the transmission coefficients were
independently computed from these two TSs.
The results of the recrossing transmission coefficients, the

equilibrium and the reactive frequencies computed for light and
heavy variant, together with the enzyme KIEs obtained from

the calculations from TS3(GD) and TS4(GD), are reported in
Table 2. As observed, the first conclusion that can be obtained
is that there are more nonreactive recrossing trajectories in the
heavy enzyme than in the light enzyme, either for the TS3(GD)
and TS4(GD). This is revealed in the values of the recrossing
coefficient, being further than unity in the heavy enzyme than
in the light enzyme. The heavy enzyme would not follow the
chemical transformation as well as the light enzyme, which in
turn is reflected in lower recrossing coefficients. These values,
different from unity, would support a contribution of the
protein into the real reaction coordinate, not considered in the
generation of the classical PMFs. Nevertheless, this contribu-
tion that can be interpreted as a dynamic contribution of the
enzyme, when transformed into an effective free energy
contribution reveals a small contribution in reducing the
effective energy barrier by 0.77 to 0.28 kcal·mol−1, depending
on the TS. Table 2 provides also the equilibrium frequency ωeq,
derived from the curvature of the free energy profile in the
region around the barrier top (see Supporting Information),
and the reaction frequency (ωreact) that is the actual frequency
of the system motion along the reaction coordinate. The ratio
between these two magnitudes is, in fact, the transmission
coefficient. By comparison of the reaction frequency in the light
and heavy enzyme, it seems that the friction, or the coupling
between the reaction coordinate and the remaining degrees of

Table 1. M06-2X/MM Binding, Equilibrium and Kinetic Isotope Effects (BIEs, EIEs and KIEs) for the Concerted and Step-
Wise Mechanisms with Oxyanion (OA) and Gem-Diol (GD) Intermediate

aFrom ref 33. bFrom ref 18.

Figure 9. 2D-PMFs for the decomposition of the GD into products
obtained at AM1/MM level. Energies of isoenergetic lines are reported
in kcal·mol−1 and distances of the axis in Å.
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freedom of the system, is significantly larger in the later. The
normalized autocorrelation functions (ACFs) of the forces
acting on the reaction coordinate in the light and heavy
enzymes, displayed in the Supporting Information, shows a very
rapid relaxation followed by fast oscillations in both systems,
although slightly slower in the heavy than in the light enzymes.
The behavior of the normalized ACFs at the transition state are
in agreement with previous studies where a very rapid
relaxation is observed. The decay is associated with a fine
structure that can be attributed to the coupling of the reaction
coordinate with other less relevant fast vibrational motions of
the environment or the chemical system (i.e., X-H stretchings).
This autocorrelation function, in fact, determines the friction
kernel as expressed in eq 15.
With the obtained values of the recrossing transmission

coefficients, the resulting enzyme KIEs are 1.228 and 1.042,
computed from TS3(GD) and TS4(GD), respectively.
Interestingly, the experimental enzyme KIE of 1.19, measured
by Schramm and co-workers,33 is in between these two
theoretical predictions than can be considered as the limiting
cases. In fact, when the AM1/MM free energy surface of the
transformation from GD into products is corrected at M06-2X/
MM level, the reaction is described as a concerted process (see
Figure 5b). Despite there are precedents on the formation of
stable ion pair stationary state structures before peptide bond
breaking in high-level DFT PESs,115 the change in the topology
of PESs or free energy surfaces after high level QM/MM
corrections is an effect that has been already observed in
previous studies.116−118 In particular, intermediates located for

enzyme catalyzed reactions involving a double proton and
hydride transfers, when the QM subset of atoms were described
by a semiempirical method, were transformed into just a
shallow minimum when improving the description of the QM
region at DFT level,116 or even disappeared when the
correction was at DFT117 or MP2118 level. Then, it is
reasonable to believe that high level M06-2X/MM QM/MM
MD trajectories could perfectly predict enzyme KIE that would
fit within the two values obtained at AM1/MM level,
supporting a reaction mechanism through a GD intermediate
as shown in Figure 6.

Electrostatic Effects. The analysis of the electrostatic
effects of the HIV-1 PR in catalyzing the proteolysis of the Ala6
peptide has been based on the calculations of the charges of key
atoms involved in the reaction and the electric field generated
by the protein inside the active site in different states along the
reaction path. Tables with a complete list of computed values
can be found in the Supporting Information. In order to
proceed with the analysis of the results, two imaginary planes
have been drawn. The first one dividing the active site such that
the peptide would remind on one side and on the other side the
two active site aspartate residues (horizontal dashed lines in
Figure 10). The second plane, perpendicular to this one, would
cross the scissile peptide bond (vertical dashed lines in Figure
10). Then, the sum of the atomic charges of the QM atoms in
each side of both planes were computed and reported in Figure
10.
As Figure 10 reveals, an important charge transfer takes place

across the vertical plane when comparing the two MCs. This is

Table 2. Enzyme Kinetic Isotope Effect (Enzyme KIE), Recrossing Coefficients (γ), Equilibrium (ωeq) and Reactive
Frequencies (ωreact) Computed from Two Different TSs for Light and Heavy Variant of HIV-1 PR at AM1/MM Level

enzyme KIE

γ ωeq (cm−1) ωreact (cm−1) theor. exp.

TS3(GD) light 0.570 ± 0.018 1638.76 934.52 1.228 ± 0.055 1.19 ± 0.05a

heavy 0.464 ± 0.006 761.13
TS4(GD) light 0.791 ± 0.014 1806.04 1427.78 1.042 ± 0.028

heavy 0.759 ± 0.007 1370.64
aExperimental value from ref 52.

Figure 10. Electronic charge (in au) summed into the different fragments separated by the two imaginary planes represented by dashed lines.
Projection of the electric field (in au × 103) created by the protein and water molecules in the C−N peptide bond direction (E⃗∥) and in a
perpendicular direction (E⃗⊥), computed in the center of the active site, are shown as green and red arrows, respectively. See text for details.
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basically associated with the proton transfer from Asp25(A) to
Asp25(B). Nevertheless, the energy required for this charge
transfer appears to be negligible, according to the activation free
energy and the almost equal free energy that present both states
in the free energy surface on Figure 2. This is in agreement with
the small value of the projection of the electric field created by
the protein on the vector defined between the two aspartate
residues, E⃗∥, depicted as green arrows in Figure 10. According
to the results, the electric field created by the protein would
stabilize both complexes and the work in moving a positive
charge between both aspartate residues would be small. This
process does not involve a significant charge transfer across the
perpendicular plane, being a much more negative charge
located in the lower side of the active site (−0.890 and −0.938
au) than in the upper side (−0.110 and −0.062 au) in both
MCs. On the contrary, when comparing the MCs with the OA
intermediate, an important charge transfer takes place through
the horizontal plane (ca. −0.638 au). We must keep in mind
that this step requires a significant activation free energy (12.5
kcal·mol−1) and it is endergonic (10.5 kcal·mol−1). Considering
the magnitude of the projection of the electric field in this
perpendicular direction, E⃗⊥, a negative charge transfer from top
to bottom, equivalent to the transformation from MC to the
OA intermediate, would require a significant work. On the
contrary, the step from the MC to the GD intermediate, that
presented a lower barrier (8.5 kcal·mol−1) and was an exergonic
process (−3.5 kcal·mol−1), involves a significantly lower charge
transfer of ca. 0.147 au and, consequently, despite the evolution
of the electric field from MC to GD behaves similarly, the
electrostatic work is significantly smaller than from MC to OA.
Finally, when analyzing the transformation from the GD to
products, which was the rate limiting step of the most favorable
mechanism, a small charge transfer is also observed from the
bottom to the top side of the active site (0.140 au). All in all, it
appears that the generation of a negative charge in the side
where the peptide is located represent a nonfavorable process
for the enzyme, while the transfer in the direction of the scissile
peptide bond does not requires an energetic penalty. An
analysis based on electrostatic arguments in the first step of the
reaction catalyzed by HIV-1 PR (the formation of the GD
intermediate) has been recently carried out by Fernandes and
co-workers to explain the effect of the conformational
fluctuations in the activation free energy barriers.14 The authors
postulated a flow of negative charge from the unprotonated
active site aspartate residue in reactant complex (Asp25B in our
Figure 6) to the substrate (around the carbon atom of the
scissile peptide bond) and the hydroxide ion in the TS of the
GD formation step. This charge transfer was used to explain the
role of protein residues on stabilizing this TS and, since the
proton was not transferred to the peptide in the TS of the GD
formation, their conclusions were valid. Nevertheless, our
simulations reveal that the hydroxide transfer is associated with
a proton transfer from the other protonated aspartate to the
carbonyl oxygen atom of the peptide and, in fact, the charge on
the carbon atom increases from 0.467 au to 0.701 au in the GD.
According to our results, the carbonyl oxygen atom of the
scissile peptide bond would be the center where the largest
amount of negative charge would be accumulated (from −0.569
au to −0.728 au in the GD). This charge transfer would be,
nevertheless, more dramatic if the process would take place
through the OA intermediate, as can be observed in the analysis
of the evolution of atomic charges. A positive value of the
electric field in the perpendicular direction, from bottom to top,

is in accordance with an electrostatic work required if a negative
charge would be displaced in this direction.
Finally, in order to focus on the C−N breaking bond, the

projection of the electric field created by the protein in the
direction of this bond has been computed in the two involved
atoms. Now, considering the atomic charges on the carbon and
nitrogen atoms in the GD (0.491 and −0.141 au, respectively)
and the electric field on both atoms (0.5 × 10−3 and 4.8 × 10−3

au in the C and N, respectively), it appears that the protein
would be stabilizing this intermediate. Interestingly, when
computing the charges (0.364 and 0.011 au in the C and N,
respectively) and the electric field (−0.8 × 10−3 and 3.6 × 10−3

au in the C and N, respectively) in the TS of the rate limiting
step (TS2(GD) from GD to products), the combination of
electrostatic forces generated by the protein in the two involved
atoms would be helping to break the C−N peptide bond (see
Figure 11). This behavior is not observed in the rate limiting

step of the mechanism through the OA intermediate that, while
protein was creating similar electric fields on the C and N
atoms (−1.7 × 10−3 and 2.8 × 10−3 au in the C and N,
respectively), the resulting electrostatic forces on the two atoms
would not favor the breaking of the bond due to the negative
charge on the N atom computed in this TS (TS2(OA) from
OA to products).

■ CONCLUSIONS
In the present study the mechanisms of proteolysis catalyzed by
HIV-1 PR proposed until now have been explored, i.e., the
concerted mechanism and two different stepwise mechanisms
through an oxyanion or a gemdiol intermediate. Free energy
surfaces for each step of the proteolysis of a 6 alanines peptide
have been generated in terms of PMFs within hybrid QM/MM
potentials at AM1/MM and M06-2X/6-31+G(d,p)/MM levels.
On the basis of the obtained results it has been concluded that
the reaction pathway of proteolysis catalyzed by HIV-1 PR
must proceed as a two-step process. In the first step a
nucleophilic attack of a water molecule on the carbon atom
CAla3 of Ala3 is accompanied by a hydrogen transfer from this
water molecule to Asp25(B) resulting in a gemdiol
intermediate. Subsequently, the peptide bond is broken
concertedly with a double proton transfer, from the oxygen
of the protonated Asp25(B) to the nitrogen atom of the scissile
peptide bond and from one of the hydroxyl groups of the
carbon atom of the peptide bond to the Asp25(A). The rate-
limiting step would correspond to the gemdiol decomposition
into the products complex, with a computed free energy barrier,

Figure 11. Atomic charges computed using CHelpG method for
structures of TS2(GD) and TS2(OA) localized at M06-2X/MM level
(in au) and schematic representation of the electrostatic forces created
by the protein on the C and N atoms, projected on the C−N scissile
peptide bond direction.
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15.0 kcal·mol−1, very close to the experimentally measured
values of the hydrolysis of different peptides catalyzed by HIV-1
PR, that are in the range between 15.1 and 17.9 kcal·
mol−1.52,107 Moreover, calculation of primary 14C and 15N KIEs
and secondary 18O KIEs based on structures of the transition
state of this step (1.022, 0.995, and 0.993 for 14C 15N, and 18O
isotopic substitutions, respectively) are in perfect agreement
with experimental data (1.029 ± 0.003, 0.987 ± 0.004 and
0.993 ± 0.003, respectively). KIEs computed with structures of
intermediates appearing along a stepwise enzymatic mechanism
as the reference state can be used to confirm whether the
experimental measurements correspond to an overall or
intrinsic KIE. In this case, the lack of agreement between the
experimental KIEs and the KIEs computed with structures of
the OA and GD as the reactant state confirms that the
measurements correspond to an overall KIE.
Once the mechanism has been solved, the role of the protein

dynamics has been studied by computing the rate constant after
increasing the mass of the enzyme by 10.24%, as the result of
substituting all carbon, nitrogen, and nonexchangeable hydro-
gen atoms with 13C, 15N, and 2H, respectively. The enzyme
KIEs has been estimated as the ratio of the recrossing
transmission coefficients in the light and heavy enzyme,
computed by means of the Grote−Hynes theory103 from the
rate-limiting TSs structures. Since these calculations require
long MD simulations, we were restricted to the use of AM1/
MM potentials. The corresponding AM1/MM free energy
surface, when exploring the decomposition of the GD
intermediate into products, shows a stepwise mechanism for
this chemical step, taking place through a stable ion-pair like
intermediate. Due to the similar energetics of the two involved
AM1/MM TSs, the transmission coefficients were independ-
ently computed from both, TS3(GD) and TS4(GD). The
results of the recrossing transmission coefficients, the
equilibrium and the reactive frequencies computed for light
and heavy variant obtained from the calculations from
TS3(GD) and TS4(GD), show that there are more nonreactive
recrossing trajectories in the heavy enzyme than in the light
enzyme. The heavy enzyme would not follow the chemical
transformation as well as the light enzyme does, which in turn is
reflected in lower recrossing coefficients. These values, different
from unity, would support a contribution of the protein into
the real reaction coordinate, not considered in the generation of
the classical mechanical PMFs. Nevertheless, these values, that
can be interpreted as a dynamic contribution of the enzyme,
when transformed into an effective free energy, reveal a small
contribution of 0.77 and 0.28 kcal·mol−1, for TS3(GD) and
TS4(GD), respectively. Consequently, within these results we
can claim that dynamic effects have a low impact in the
chemical step of the reaction catalyzed by HIV-1 PR.
From the obtained values of the recrossing transmission

coefficients, the resulting enzyme KIEs are 1.228 and 1.042,
computed on TS3(GD) and TS4(GD), respectively. Interest-
ingly, the experimental enzyme KIE of 1.19, measured by
Schramm and co-workers,52 is in between these two theoretical
predictions that can be considered as the limiting cases. In fact,
when the AM1/MM free energy surface of the transformation
from GD into products (the rate limiting step of the reaction)
is corrected at M06-2X/MM level, the reaction is described as a
concerted process. This suggests that the enzyme KIE, if
computed from high level QM/MM MD trajectories, could
perfectly fit within the values deduced from the two AM1/MM
TSs, whose average (1.135) agrees with the experimental data.

Once again, the results support a reaction mechanism through a
GD intermediate and our analysis of the dynamic effects.
Finally, the electrostatic effects of HIV-1 PR have been

estimated by analyzing the evolution of charge transfer in the
active site of the protein and by computing the electric field
generated by the enzyme in center of the active site. The
electric field has been projected in two directions defined by the
scissile C−N bond, and the one perpendicular to this bond into
the direction of the two active site aspartate residues. Thus, the
electric field obtained in these directions suggests that the
transfer of a negative charge from the aspartate residues to the
region where the peptide is located represents a nonfavorable
process for the enzyme, while the transfer along the scissile
peptide bond does not requires a significant energetic penalty.
The value of the projection of the electric field in the direction
of the scissile C−N bond is small, which means that the electric
work to move a charge in this direction is negligible while a
positive value of the electric field in the perpendicular direction,
from bottom to top, means that an electric work would be
required if a negative charge would be displaced in this
direction. In fact, the decomposition of the electrostatic forces
generated by the protein in the scissile peptide bond on the rate
limiting transition state would favor the peptide bond cleavage.
Thus, it appears that electrostatic effects on HIV-1 PR are
definitely favoring the reaction to take place. These electrostatic
properties of the active site could be used as a mold for future
drug design.
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(55) Boekelheide, N.; Salomoń-Ferrer, R.; Miller, T. F. Proc. Natl.
Acad. Sci. U. S. A. 2011, 108, 16159−16163.
(56) Kervinen, J.; Lubkowski, J.; Zdanov, A.; Bhatt, D.; Dunn, B. M.;
Hui, K. Y.; Powell, D. J.; Kay, J.; Wlodawer, A.; Gustchina, A. Protein
Sci. 1998, 7, 2314−2323.
(57) Discovery Studio Modeling Environment, Release 3.5; Accelrys
Software Inc.: San Diego, 2012.
(58) Gautier, R.; Camproux, A. C.; Tuffeŕy, P. Nucleic Acids Res.
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591−605.

Journal of the American Chemical Society Article

DOI: 10.1021/jacs.6b06856
J. Am. Chem. Soc. 2016, 138, 16283−16298

16297

http://dx.doi.org/10.1021/jacs.6b06856


(60) Antosiewicz, J.; McCammon, J. A.; Gilson, M. K. J. Mol. Biol.
1994, 238, 415−436.
(61) Hui, L.; Robertson, A. D.; Jensen, J. H. Proteins: Struct., Funct.,
Genet. 2005, 61, 704−721.
(62) Hui, L.; Robertson, A. D.; Jensen, J. H. Proteins: Struct., Funct.,
Genet. 2008, 73, 765−783.
(63) McGee, T. D., Jr; Edwards, J.; Roitberg, A. E. J. Phys. Chem. B
2014, 118, 12577−12585.
(64) Byrd, R. H.; Lu, P.; Nocedal, J.; Zhu, C. J. Sci. Comp. 1995, 16,
1190−1208.
(65) Duan, Y.; Wu, C.; Chowdhury, S.; Lee, M. C.; Xiong, G.; Zhang,
W.; Yang, R.; Cieplak, P.; Luo, R.; Lee, T.; Caldwell, J.; Wang, J.;
Kollman, P. J. Comput. Chem. 2003, 24, 1999−2012.
(66) Jorgensen, W. L.; Chandrasekhar, J.; Madura, J. D.; Impey, R.
W.; Klein, M. L. J. Chem. Phys. 1983, 79, 926−935.
(67) Field, M. J. A Practical Introduction to the Simulation of Molecular
Systems; Cambridge University Press: Cambridge, U.K., 1999.
(68) Field, M. J.; Albe, M.; Bret, C.; Proust-de Martin, F.; Thomas, A.
J. Comput. Chem. 2000, 21, 1088−1100.
(69) Krzemin ́ska, A.; Paneth, P.; Moliner, V.; Sẃiderek, K. J. Phys.
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Viloca, M.; Gonzalez-Lafont, A.; Lluch, J. M. J. Chem. Theory Comput.
2005, 1, 750−761.
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